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▪ Around 1,000 sensors in 
the testbed

▪ Around 50 sensors in the 
commercial engine
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Engineer Driven Decisions

Past Experience & Know-How

Regulatory choices

Technical Requirements

Redundancies

Linear heuristics if any at all



The business wants to reduce 
the number of sensors.

The maximum loss of 
information per sensor the 
business finds acceptable is 
of 10%

Sensors S1, S2 and S3 are 
cheaper



Two sources of 
information

Only two sensors 
are linearly related



1. We apply a PCA to the sensor's scaled data. 

2. If the number of sensors is not fixed, we estimate what is the number of sensors we need to meet 
business requirements based on the number of principal components required to explain a given 
proportion of variance information.

3. We account for the weight of the of the sensors in each principal component as well as the correlations 
between sensors to select the most relevant sensors and discard the others.

4. We confirm that the remaining sensors can appropriately predict the data contained within the 
discarded sensors.

5. If we don't meet the business requirements we increase the number of sensors estimated in step two 
and repeat the process until we do so and, if we are well above, we can try selecting a fewer number of 
sensors until we cannot eliminate more.







1. We apply a linear methodology to remove/select sensors with linear relationships —linear methods 
are much faster and easier to apply to detect linear relationships.

2. If the number of sensors is not set, we train the autoencoder with a number of central nodes M equal to 
the maximum number of sensors we can afford in our commercial product from the N total number of 
sensors measured or simulated.

3. We implement a deregulator —and its secondary goals if required— and analyze the activation of the 
encoder part of the autoencoder to select the sensors.

4. We retrain the autoencoder muting the unselected sensors and we calculate the information loss and, 
if acceptable, we reduce M —either in a binary search fashion to guarantee a log_2(M) number of 
steps or evaluating the training weights— and we retrain the autoencoder until we find the smallest k 
number of central nodes that have an acceptable information loss.
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▪ 1062 Sensors

▪ 50 PC explain around 75%

▪ Autoencoder takes a couple of 
days to be trained in a laptop and 
many meta-parameters to be 
considered.

▪ Both, the linear and the 
Autoencoder selection will be 
tested and compared with 
predictive non-linear approach.
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