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First-passage
for Markovian
SN August 14th, 2003.

That day in the northeastern US the temperature reached 90°C,
which is more than the average of 80°F but less than the
maximum 100°F. In the network, power flows dominated from the
south and west to the north (Michigan) and East (New York).
Export from the south and west of the US directed mainly to
northern Ohio to Michigan and Ontario, Canada. The fault
occured in northern Ohio due to a short circuit on contact wires
overhead lines of 345 kV with a tree. Overloading caused the
cascading spread of successive faults, gradual shutdown of
transmission lines due to protection actions, formation of island
traffic and then blackout in large parts of the northeast United
States and southeast Canada. The total loss in sixteen hours
accounted for 61,800 MW. The event hit 265 plants with 508
blocks. Without electricity remained 50 million inhabitants.

Gejza Dohnal

Introduction









First-passage
time analysis
for Markovian
deteriorating
model

a Dohnal

Introduction

Introduction

Disaster




Introduction

First-passage

i lysi . .
%T&:?Qﬂ? Failure Disaster

CE random occurrence in time random occurrence in time
Geiza Dohnal independent recurrence growing spread
renewal process domino effect

introduction quick repair or renewal repairs slower than spreading




Introduction

First-passage
time analysis .
for Markovian Failure

deteriorating

model random occurrence in time

Gejza Dohnal independent recurrence
renewal process
Iniroduction quick repair or renewal

equipment failure
accidents, health damage
information system failure
motor vehicle accident
natural accident

Disaster

random occurrence in time
growing spread
domino effect

repairs slower than spreading

explosion, fire
disease, epidemic
system breakdown, piracy attack
traffic collapse
natural disaster



Introduction

First-passage

i lysi . .
#éT&S‘P&i?;i Failure Disaster

I random occurrence in time random occurrence in time

S Bl independent recurrence growing spread
renewal process domino effect
Iniroduction quick repair or renewal repairs slower than spreading
equipment failure explosion, fire
accidents, health damage disease, epidemic
information system failure system breakdown, piracy attack
motor vehicle accident traffic collapse
natural accident natural disaster

Model — Prediction — Prevention



Introduction

First-passage

i lysi . .
#éT&S‘P&i?;i Failure Disaster

I random occurrence in time random occurrence in time

S Bl independent recurrence growing spread
renewal process domino effect
Iniroduction quick repair or renewal repairs slower than spreading
equipment failure explosion, fire
accidents, health damage disease, epidemic
information system failure system breakdown, piracy attack
motor vehicle accident traffic collapse
natural accident natural disaster

Model — Prediction — Prevention

Preventive Maintenance Policy Disaster Recovery Plan



First-passage
time analysis
for Markovian
deteriorating
model




First-passage
time analysis
for Markovian
deteriorating
model




First-passage

time analysis
for Markovian

deteriorating

model @
Gejza Dohnal
State of the system:  w(t) = (wi(t),wa(t),...,wn(t)), t >0,



First-passage

time analysis
for Markovian

deteriorating

model @
Gejza Dohnal
State of the system: w(t) = (w1 (t),wa(t), ..., wn(t)), t>0,

(i) atthe beginning (at the time 0), the system is in the state
w®=(0,0,...,0),

(i) the process starts by deterioration of an object i with
probability m,i =1,2,...,n,

(iii) when at the time t an object i was affected, there was a
random time period 7 after which the event moved onto some
of the unaffected objects,

(iv) states of the system in time t create a stochastic process
{X(t),t > 0} in continuous time. Values of this process lie
within the set Q = {0,1}"
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Example (n=7 = =(1,0,0,0,0,0,0))

From all 27 possible states only the following 14 are admissible:

(1,0,0,0,0,0,0), (1,1,0,0,0,0,0), (1,0,1,0,0,0,0), (1,1,1,0,0,0,0),
(1,0,1,1,0,0,0), (1,1,1,1,0,0,0), (1,0,1,1,1,0,0), (1,1,1,1,1,0,0),
(1,0,1,1,1,1,0), (1,0,1,1,1,0,1),(1,1,1,1,1,1,0), (1,1,1,1,1,0,1),
(1,0,1,1,1,1,1), (1,1,1,1,1,1,1).
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Model 1 — One-way Model

(v) an event can only affect one object in one moment,
(vi) an event can only occur once on a particular object,
(vii) the process moves to the next object with a probability which
depends only on the recent state, not on the path leading to
the recent state (the time sequence of events).
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mQ={weQ:|wl=j} contains all states, in which the
pursued event hold exactly on j objects. The number of such
states equals to (}).

One-way Model

n
Q=JQ, QN =0 forall i#]j
j=1
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el deterioration. Then, under assumptions (i)-(vii), the transition
Gl Dyt intensity matrix Q of the process {X(t),t > 0} is upper triangular of
the size 2" x 2". The matrix Q can be written in the block-form as
Doo Poa ©Ooz Ogs --- O
One-way Model ol,O Dl,l |:)1’2 01’3 .. Ol,n
Q=|020 021 Dz Pzz --- Ogzp
0 On 1 On 2 On g vor° 0

) o 9

where P; ; is a rectangular matrix of size () x ({), the symbol O
denotes a null matrix and Dj; are square diagonal matrices for
i=1,...,n. Moreover,

—Di; = e.P{Hl.IiJ

where I;j is the unit matrix of size i, e is the row vector of (T) ones.
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(v) an event can only affect one object in one moment,
(vi) an event can only occur once on a particular object,
(vii) the process moves to the next object with a probability which
depends only on the recent state, not on the path leading to
the recent state (the time sequence of events).

Repairable model

Model 2 — Repairable Model

Let us omit the assumption (vi):

= States of the system in time t create a Markovian process
{X(t),t > 0} in continuous time.
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Model 2 — Repairable Model
Let us omit the assumption (vi):

(v) an event can only affect one object in one moment,
(vi)
(vii) the process moves to the next object with a probability which
depends only on the recent state, not on the path leading to
the recent state (the time sequence of events).

= States of the system in time t create a Markovian process
{X(t),t > 0} in continuous time.
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Model 2 — Repairable Model

Gﬁ'
The process X(t) can be considered as a random walk between
sets Qo, ..., Qn. When the process in a state w € £, 0 <j < n, the
only transitions to some states in Q;_; or Q;,; are allowed,
whereas Qp = {w°} and Qy = {wN} are reflection states. In the

model, all states are transient. The process can be understood as
the process of event spreading in the system with repair.
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{X(t),t > 0} has the following block-form
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Doo Poax Opp2 Ogsz --- O
Ripo Dii1 P12 Og3 --- Opp

9

Repairable model Q = 02’0 RZ,l D2’2 P2’3 T Oz’”

0 Oni Onp Opz --- Dnp

il ’ El ’

where P; ; is a rectangular matrix of size () x (T) Rjiisa
rectangular matrix of size (7) x ({), the symbol O; denotes a null
matrix and Dj; are square diagonal matrices fori =1,...,n.
Moreover,

—Diji = (e".R{_y; + € P ) 1

where I is the unit matrix of size i, el is the row vector of (T) ones.
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From all 27 possible states only the following 14 are admissible:

(1,0,0,0,0,0,0), (1,1,0,0,0,0,0), (1,0,1,0,0,0,0), (1,1,1,0,0,0,0),
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(1,0,1,1,1,1,0), (1,0,1,1,1,0,1),(1,1,1,1,1,1,0), (1,1,1,1,1,0,1),
(1,0,1,1,1,1,1), (1,1,1,1,1,1,1).

Example

Example

The initial probability vector is equal to = = (1,0,0,0, 0,0, 0).
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time analysis . _ _
for Markovian X_7]7k7 y=-m-n,z=-p-—q.

deteriorating There remains 19 unknown parameters which correspond to conditional
model transient intensities:
Gejza Dohnal
a=i(1l—21); g=i(l—-2/1,3,4); m=i(1— 2|1,3,4,5,6);
b=i(1— 3J1); h=i(4—5|1,3,4); n=i(5—-71,3,4,5,6);
c=i(1—3]1,2); i=i(4—5|1,23,4) p=i(1—2[1,3,4,57);
B d=i(1—-2|1,3); j=i(1l—2[1,3,4,5); q:|(5—>6\1 3,4,5,7);
e=i(3—4]1,2); k=i(5—16|1,3,4,5) r=i(5—17[1,2,3,4,5,6);
f=i(3—41,3); 1=i(5—6]1,2,3,4,5); s=i(5—6|1,2,3,4,57);
t=(1-— 2/1,3,4,5,6,7).

In the case, where transitions between objects are independent of the
previous path, we have

=d=g=j=m=p=t, b=c, e=f, h=i, k=l=qg=s, n=r.
The whole system can be reduced to 6 unknown parameters
a,b,e ,h k,n.
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One-way Model: The time of the total deterioration of the system
is the time T, in which the process X (t) will attach the state wN.

During this time, the pursued events will pass through all objects of
the system, the state wN is absorbing.
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For PH-distribution, we know all moments
E(TX) = (-1)*k!7rS~ e, k e N.

where e is vector of ones.
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Particularly,
E(T)=-nS"le,

Var(T) = 27S~2%e — (7S~ te)2.
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For given i denote

pirstatect S} = {w € Q: w = 0} — the set of states of the system, in
_ which the i-th object is not affected
S| ={weQ:w=1}
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S| = {w € Q: w = 1} —the set of states, in which the i-th
object is affected

For given i denote
First-affect S(') = {UJ eN: Wi = O}

time
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For given i denote
First-affect S(i) = {w eN: Wi = O}

time

Silz{wGQ:wizl}

The sets S|, and S| are disjoint and S| = Q — S}
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Repairable Model

After reordering of states we obtain the transition intensity matrix

S S
s, (A C
si \c B

where G is not null matrix.
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modef variable with the phase type probability distribution with
I Dliiel representation (7', A).

T = (7T1,...,7Ti,1,7ri+1,...77Tn,1,0,...7077'l'i),

A is a matrix in the similar form as the matrix S in the previous
Propositions: in the One-way Model

D11 ) O13 -+ Ogpna
First-affect A= 02’1 D2,2 P23 e 02’”_1
time - . . . . .
On—1,1 On—12 On—_13 -+ Dn_1n-1

where

P;; is a rectangular matrix of size () x (T) Oj; is a null matrix,
D; are square diagonal matrices fori = 1,...,n. Moreover

Dij = —(e.P;,1.lij), where e is the row vector of (}) ones and
lij is the unit matrix of size i.
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A is a matrix in the similar form as the matrix S in the previous
Propositions: in the Repairable Model

Do,0 Po,1 Og2 -+ Ogn-1
R1,0 D11 Pio -+ Oin-

9

First-affect

time A= 020 Rz, D22 -+ Ozpna

9

On—1,0 On—11 On—_12 -+ Dn_gn-1

where
R;, are rectangular matrices of size (J) x (1), and

Dij = —(ei.Ri’_lyi + ei+1~Pi/7i+1)~|i,i
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First-passage Under the assumptions of model 2, the process can be understood
Ime analysis

for Markovian as renewal process. The renewal occurs when the process

deteriorating

model reaches the state «° and the renewal period covers the time which
Geiza Dohnal the process needs to return to the state w° again, if it started in «°.

For this purpose, we shall consider the state w° in two
manners:
B as a starting state (7° = (1,0,...,0))
B as an absorption state after the process will move to it form
another state.

= We can describe the distribution of renewal period using
PH-distribution.
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I In the model 2, the distribution of renewal period can be described
by PH-distribution with the representation (7°, W), where
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Doo Poa. Opp2 Ogsz --- O
O10 D11 P12 O13 -+ O
W= |020 Rz1 Dz Pz3z --- Oz

0 On1i Onp Opsz --- Dnpp

El El

where P; ; is a rectangular matrix of size (7) x ({), the symbol O
Renewal denotes a null matrix and D;; are square diagonal matrices for
period i=1,...,n. Moreover,

-Dj; = e.Pi/’iJrl.h,i

where |; j is the unit matrix of size i, e is the row vector of (T) ones.
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Thanks for your attention.

Gejza Dohnal
Centre for Quality and Reliability of Production, CTU Prague
dohnal@nipax.cz
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